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Rand index BETACV C-INDEX W DUNN INDEX NC SILHOUETTE σGlobal

0.803 0.363 0.106 83.76 0.059 3.740 0.370 0.895
0.814 0.244 0.102 92.14 0.059 3.720 0.257 0.695
0.823 0.266 0.083 81.76 0.034 3.765 0.412 0.603
0.828 0.263 0.084 82.35 0.105 3.763 0.399 0.697

Table 6: Clustering validity indices for several partitions of the “Iris” data set for k = 4 clusters. Since we only have k = 3 labels,
we cannot achieve a Rand index of 1.0 here. Our measure rates a refinement of a hierarchical clustering best. Note that there is
still a significant difference between the ratings for k = 3 and k = 4 for our measure. This does not hold for the other measures.
Most of the measures get better for k = 4. For higher values of k, the effects get even worse.

Rand index BETACV C-INDEX W DUNN INDEX NC SILHOUETTE σGlobal

0.695 0.429 0.195 771.91 0.0892 2.57 0.280 0.77
0.698 0.407 0.141 777.52 0.0476 2.57 0.307 0.82
0.720 0.360 0.154 769.35 0.0564 2.58 0.301 0.86
0.759 0.348 0.166 754.69 0.0873 2.59 0.314 0.88
0.825 0.361 0.133 761.47 0.0187 2.58 0.312 0.92
0.986 0.495 0.209 783.43 0.0809 2.55 0.251 0.96
1.0 0.476 0.197 778.26 0.1506 2.56 0.256 1.0

Table 7: Clustering validity indices for several partitions of the “Olive oils” data set with k = 3 clusters. Only two measures, the
Dunn index and ours, are capable of detecting the best clustering. For k = 3, the cluster boundaries follow the geometry very
well.

4. Limitations

We already alluded in the paper—and in the “Gaussian
blobs” example data—that our measure cannot distinguish
between clusterings where parts of a cluster are disconnected
on large scales. This implies that we cannot use our measure
to assess the similarity of clusterings. This limitation does
not imply, however, that we are biased with respect to the
number of clusters. To show this, we conducted a series of
experiments on data sets such as the one shown in Table 9.
We varied the number of circles between 2–100, and per-
turbed their coordinates.

We can see that our measure considers clusterings where
“nearby” circles are in a different cluster, such as cluster-
ing B, in a similar manner than clusterings where “nearby”
circles are in wholly different clusters, such as clustering D.

In practice, this means that when calculating clusterings
for different values of k, our measure does not necessarily
decrease with an increasing number of clusters. In our exper-
iments, the σGlobal changes only in the decimal place of mag-
nitude around 10−4, meaning that the difference between a
single cluster with σGlobal = 1.0 and k clusters for k linked
circles is of the order of 10−4 and thus negligible.
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Rand index BETACV C-INDEX W DUNN INDEX NC SILHOUETTE σGlobal

0.820 0.413 0.162 704.55 0.0719 8.64 0.112 0.86
0.890 0.410 0.082 507.51 0.0670 8.75 0.288 0.99
0.908 0.405 0.062 545.15 0.0871 9.72 0.303 0.97
0.915 0.444 0.096 513.32 0.0392 8.74 0.287 0.97
0.917 0.414 0.055 508.05 0.1184 8.75 0.331 0.99
0.921 0.366 0.051 507.00 0.1016 8.75 0.332 0.98
0.929 0.363 0.071 553.97 0.1090 8.72 0.203 0.97
1.0 0.406 0.075 10153.30 0.0827 8.75 0.320 0.97

Table 8: Clustering validity indices for several partitions of the “Olive oils” data set with k = 9 clusters. No measure is capable
of detecting the correct label assignment. Our measure assesses almost all partitions with a high Rand index similarly. This is
caused by very small clusters that do not contribute any geometrical-topological information.

ID BETACV C-INDEX W DUNN INDEX NC SILHOUETTE σGlobal

A NaN 1.0 190.75 NaN 0.0 NaN 1.0
B 0.0 0.56 178.64 0.0059 1.34 0.036 0.9999
C 0.85 0.43 175.50 0.0043 1.40 0.139 0.8091
D 0.40 0.09 95.62 0.0591 2.72 0.379 0.9997

A B C D

Table 9: An excerpt of a series of experiments with a data set of “linked circles”. This sort of data poses no significant challenge
for most clustering algorithms. We can see that the values of our measure barely differ for clustering A, clustering B, and
clustering D. We thus consider all of these splits to be equally valid.
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Measure A B
BETACV 0.897 0.901
C-INDEX 0.436 0.437
WCS 1283.52 1285.31
DUNN INDEX 0.0637 0.0123
NC 2.39 1.39
SILHOUETTE -0.09 0.11
σGlobal 1.00 0.997

A B

Table 10: Stability behaviour for the validity measures on the
“nested circles” data.

5. Stability

As the previous tables indicate, the clustering validity in-
dices are not stable with respect to their assessment of a
clustering. The re-assignment of a small number of points
may result in large changes in the measure.

Our measure is not prone to these instabilities. We show
this for two of the example data sets only—however, we ob-
served this in all of the data sets that we were working with.

As an experiment, we slightly modified the perfect clus-
terings of the synthetic data sets to show the effects of noise
in the data: We randomly changed the assignment of a frac-
tion of the points in the data set. We were somewhat sur-
prised by the results: Even if less than 0.5% of the points are
being assigned incorrectly, most clustering validity indices
changed drastically.

5.1. Synthetic data: “Nested circles”

Table 10 shows one example result for the “nested circles”
data. When we add more noise to the data set, our
persistence-based measure remains stable at approximately
99% of explained topological variation. The Dunn index—
previously capable of determining that the given clustering
was suitable—drops to around 20% of its previous value.
Similarly, the silhouette coefficient changes by 0.2, which is
a shift of 10% of its value range. The remaining indices re-
main somewhat stable but are still incapable of determining
this to be a suitable clustering.

5.2. Synthetic data: “Nested arcs”

Table 11 shows one example result for the “nested arcs”
data. Again, our measure remains stable and changes only
by 0.7% of its value range. Again, the Dunn index changes
drastically by dropping to only 3% of its previous value. The
remaining indices also exhibit some instabilities.

Measure A B
BETACV 0.559 0.557
C-INDEX 0.1741 0.1713
WCS 957.39 954.22
DUNN INDEX 0.157 0.0042
NC 1.563 1.1565
SILHOUETTE 0.389 0.3923
σGlobal 1.0 0.993

A B

Table 11: Stability behaviour for the validity measures on the
“nested arcs” data.
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